
 

 

  

Abstract—A scheme, which consists of an iterative approach for 

the recovery of digitized, hand printed and electronic planar objects, 

is proposed. It vectorizes the generic shapes by recovering their 

outlines. The rational quadratic functions are used for curve fitting 

and a heuristic technique of genetic algorithm is applied to find 

optimal values of shape parameters in the description of rational 

functions. The proposed scheme is fully automated and vectorizes the 

outlines of planar images in a reverse engineering way. 

 

Keywords—Rational function, reverse engineering, genetic 

algorithm, images.  

I. INTRODUCTION 

N the last two decades reorientation of traditional artificial 

intelligence methods has been noticed toward the soft 

computing techniques. This development allows us to solve 

difficult problems related to robotics, computer vision, speech 

recognition and machine translation. According to Zadeh [31], 

soft computing techniques are characterized by tolerance of 

imprecision, uncertainty and parallel truth to achieve 

tractability, robustness and low solution cost. Soft computing 

techniques such as fuzzy logic (FL), neural networks (NN), 

genetic algorithm (GA), simulated annealing (SA), ant colony 

optimization (ACO), and particle swarm optimization (PSO) 

have received a lot of attention of researchers due to their 

potentials to deal with highly nonlinear, multidimensional, and 

ill-behaved complex engineering problems [4].  

Genetic  Algorithm  (GA) [8],  an evolutionary technique,  

gives  us  a  method  to perform  randomized global  search  in  

a  solution  space.   In this space, a population of candidate 

solutions, called chromosomes, is evaluated by a fitness 

function in terms of its performance. The best candidates 

evolve and pass some of their genetic characteristics to their 

offsprings, who form the next generation of potential solutions. 

The process of reverse engineering of planar objects comprises 

of the steps like: extracting data from boundary of the shapes, 

finding the corner points using some technique and finally 

fitting curve to these corner points using rational quadratic 

functions and GA. This paper utilizes genetic algorithm 
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technique for recovering the outlines of planar images in a 

reverse engineering way. 

Reverse engineering is quite a modern research field which 

deals with diverse activities. Its scientific perspective is 

generally related to computer science and herein to computer 

aided geometric design (CAGD). Reverse engineering of 

shapes is the process of representing an existing object 

geometrically in form of computer aided design (CAD) model. 

A good reverse engineering system not only creates a CAD 

model of the object, but it also helps exploring and 

understating the structure of the object. Generating computer 

aided design (CAD) model from scanned digital data is used in 

contour styling which needs to adopt some curve or surface 

approximation scheme. 

Reverse engineering of planar objects is referred to the 

process of fitting an optimal curve to the data extracted from 

the boundary of the bitmap image [10, 12, 14, 15, 16]. Curve 

fitting is frequently used in reverse engineering to reproduce 

curves from measured points. It is always essential to provide 

new curve-fitting algorithms to acquire curves that satisfy 

different conditions. Fitting curves to the data extracted by 

generic planar shapes is the problem which is greatly worked 

on during last two decades. Still there is a room for researchers 

in this field due to its applications in diverse fields and its 

demand in the industry. There are several advantages of 

curved representation of planar objects. For example, 

transformations like scaling, shearing, translation, rotation and 

clipping can be applied on the objects very easily.  

Various outline approximation techniques can be found in 

the literature in which different spline models have been used 

by the researchers like Be´zier splines [16], B-splines [9], 

Hermite interpolation [18] and rational cubic interpolation 

[19]. There are several other outline capturing techniques [3, 

11, 13, 20-23, 29, 6, 24, 25, 27, 28] available in the current 

literature and most of them are based on least-squares fit [11, 

13, 20] and error minimization [3, 19, 21]. Sarfraz et al. [22] 

in their outline capturing scheme, calculated the ratio between 

two intermediate control points and used this to estimate their 

position. This caused reduction of computation in subsequent 

phases of approximation. Few other techniques include use of 

control parameters [18], genetic algorithms [23], and wavelets 

[29]. In this work rational quadratic functions (conics) are used 

for curve fitting using genetic algorithm. 

The paper is organized in a way that the first and second 

step of the proposed scheme, outline estimation and corner 
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detection method, are described in Section 2. Review of 

rational cubic and rational quadratic functions is given in 

Section 3. Section 4 explains the proposed scheme which is 

demonstrated with examples in Section 5. The paper is 

concluded in Section 6.  

II. CONTOUR EXTRACTION AND SEGMENTATION  

First step in reverse engineering of planar objects is to 

extract data from the boundary of the bitmap image or a 

generic shape, shown in Fig. 1(a). Capturing boundary or 

outline representation of an object is a way to preserve the 

complete shape of an object.  The objects in an image can also 

be represented by the interior of shape. Chain coding for 

boundary approximation and encoding was initially proposed 

by Freeman [7], which has drawn significant attention over last 

three decades. Chain codes represent the direction of the image 

and help to attain the geometric data from outline of the image. 

Extracted boundary of the bitmap image given in Fig. 1(a) is 

given in Fig. 1(b).  

 

   

(a) (b) (c) 

 

Fig. 1 (a) bitmap image of a plane, (b) detected boundary 

of the image (c) detected corner points from the boundary 

 

 

Table 1. Details of Digital Contours and Corner points. 

 

Image Name 
# of 

contours 

# of contour 

points 

# of initial 

corner 

points 

 
Fork 1 673 15 

 
Plane 3 915+36+54 28 

 
Fish 1 975 31 

 

Segmentation of object boundary before curve fitting is very 

important for two reasons. Firstly, it reduces boundary’s 

complexity and simplifies the fitting process. Secondly, each 

shape consists of natural break points (like four corners of a 

rectangle) and quality of approximation can be improved if 

boundary is subdivided into smaller pieces at these points. 

These are normally the discontinuous points to which we do 

not want to apply any smoothing and like to capture them as 

such. These points can be determined by a suitable corner 

detector. Researchers have used various corner detection 

algorithms for outline capturing [1, 2, 5, 27, 30]. The method 

proposed in [5] is used in this paper. Number of contour points 

and detected boundary points for different images is given in 

Table 1. Detected corners of the boundary shown in Fig. 1(b), 

can be seen in Fig. 1(c). 

III. RATIONAL QUADRATIC FUNCTIONS  

In this section piecewise rational quadratic functions are 

presented used for curve fitting which is an alternate of the 

rational cubic presented in Section 3.1. The rational quadratic 

possesses 
1C  continuity  

A. 1C  Rational cubic function 

A piecewise rational cubic parametric 

function 1

1[ , ]i iP C t t +∈ , with shape parameters 

0, 1,..., ,iv i n≥ = is used for curve fitting to the corner points 

detected from the boundary of the bitmap image, the rational 

cubic function is defined for 
1[ , ],i it t t +∈
 

1,..., ,i n= as 

follows 
3 2 2 3

1

3 2 2 3

(1 ) (1 ) (1 )
( ) ( )

(1 ) (1 ) (1 )

i i i i i i
i

i i

F vV vW F
P t P t

v v

θ θ θ θ θ θ
θ θ θ θ θ θ

+− + − + − +
= =

− + − + − +
 

 (1)
 

where iF  
and 1iF +  are two corner points (given control 

points) of the i
th
 segment of the boundary  with  

1 ,i i ih t t+= − .  

i i
i i

i

h D
V F

v
= +  and 1

1
i i

i i

i

h D
W F

v

+
+= −        (2)                                                                           

where , 1,..., 1iD i n= +  are the first derivative values at the 

knots , 1,..., 1.
i
t i n= +

  

 
Fig. 2 Demonstration of rational cubic function (1) 

 

It is to be noted that , 1,..., ,iv i n=  are used to control the 

shape of the curve. Effect of these shape parameters on the 

curve is shown in Fig. 1 and Fig. 2. Moreover, for 

3, 1,..., ,iv i n= =  (1) represents cubic Hermite interpolation 

and it can be considered as default case of rational cubic (1). If 
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,iv → ∞ then the rational cubic function (1) converges to 

linear interpolant given by 

1( ) (1 )i i iL t F Fθ θ += − +        (3) 

which means that the increase in iv  pulls the curve towards 

iF  and 1iF +  in the interval 1[ , ]i it t + and the interpolant is 

linear as shown in Fig. 2. 

For 0iv ≠  Equation (1) can be written in the form 

0 1 2 3 1( ; ) ( ; ) ( ; ) ( ; ) ( ; )i i i i i i i i i i iP t v R v F R v V R v W R v Fθ θ θ θ += + + +
   (4) 

where iV  and iW  are given in Equation (2) and 

( ; ), 0,1, 2,3j iR v jθ =  are rational Bernstein-Bezier weight 

functions such that 
3

0

( ; ) 1j i

j

R vθ
=

=∑   

B. 
1C  Rational quadratic function 

Consider the general rational quadratic, given as Fig. 3. 
* 2 * 2

2 2

ˆ ˆ ˆ ˆ(1 ) (1 )
( ) ( )

ˆ ˆ ˆ ˆ(1 ) (1 )

i i i i
i

i

V rZ W
P t P t

r

θ θ θ θ
θ θ θ θ

− + − +
= =

− + − +
    (5) 

where 
*

iV , 
iZ  and 

*

iW are the control points for i
th
 segment 

such that conic passes through 
*

iV  and 
*

iW  and the point 

iZ affects the shape of the conic. 
ir is the shape parameter 

for i
th
 segment. 

 

 
Fig. 3 Demonstration of rational quadratic function 

 

In order to have an alternate quadratic representation for 

cubic defined in Section 3.2, each segment of piecewise 

rational cubic curve should be dealt individually so that it 

could be represented by two segments of rational quadratic. 

This process will be done in a way that one conic passes 

through 
iF  and

  iZ . Similarly, the other conic interpolates 

iZ  and 
1iF + .  

Consider the first conic which passes through 
iF  and

  iZ  

and it lies in the convex hull of 
iF , 

*

iV and
  iZ . 

2 * 2

2 2

(1 ) (1 )
( ) ( )

(1 ) (1 )

i

i i i
i

i

F rV Z
P t P t

r

θ θ θ θ
θ θ θ θ

− + − +
= =

− + − +
      (6) 

The other conic which passes through 
iZ and

 1iF +  and it 

lies in the convex hull of 
1iF + , 

*

iW and
  iZ is given by  

 
* 2 * * * *2

* * 1

* 2 * * *2

(1 ) (1 )
( ) ( )

(1 ) (1 )

i

i i i
i

i

Z rW F
P t P t

r
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+− + − +
= =

− + − +
 (7) 

  

 

 

(a) 

  

 

(b) 

  

 

(c) 

  

Fig. 4 (a) demonstration of conic (6), (b) demonstration 

of conic (7), (c) combined view of both the conics (6) 

and (7). 

 

 

Following properties should be satisfied by conics (6) and 

(7) to be 
1C . 

*

2

i i
i i

i
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1
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It is to be noted that, for 2, 1,..., ,ir i n= =   denominators 

for rational quadratic (6) and (7) become (1) and rational 

quadratic can be written as: 
2 * 2( ) ( ) (1 ) 2 (1 )i

i i iP t P t F V Zθ θ θ θ= = − + − +              (8) 

* * * 2 * * * *2

1( ) ( ) (1 ) 2 (1 )i

i i iP t P t Z W Fθ θ θ θ+= = − + − +     (9) 

 

This is the default case of rational quadratic. 

Both the conics (6) and (7) are demonstrated in Fig. 4(a) 

and Fig. 4(b) respectively whereas Fig. 4(c) depicts combine 

view of both the conics (6) and (7) . Fig. 5 represents 

combined view of rational cubic (1) and the conics (6), (7) for 

different values of ir  and iv , it can be noted that the rational 

cubic (1) coincides with conics (6) and (7) if  
3

2

i
i

r
v = . Figs. 

5(a) and 5(b) show default view of rational quadratic and 

rational cubic respectively. Fig. 5(c) gives the combine view of 

both the default rational functions. Fig. 5(d) , (e) and (f) 

represent combined view of conics for ir  = 4 and rational 

cubic for iv = 6, combined view of conics for ir  = 6 and 

rational cubic for iv = 9 and  combined view of conics for ir  = 

8 and rational cubic for iv = 12 respectively.  

   
(a) (b) (c) 

   
(d) (e) (f) 

 

Fig. 5 (a) default view of conis, (b) default view of rational cubic, (c) combined view of conics and rational cubic for default 

cases, (d) combined view of conics for ir  = 4 and rational cubic for iv = 6, (e) combined view of conics for ir  = 6 and rational 

cubic for iv = 9, (f) combined view of conics for ir  = 8 and rational cubic for iv = 12 

 

A. Parameterization 

Number of parameterization techniques can be found in 

literature for instance uniform parameterization, linear or 

chord length parameterization, parabolic parameterization and 

cubic parameterization. In this paper, chord length 

parameterization is used to estimate the parametric value t 

associated with each point. It can be observed that iθ  is in 

normalized form and varies from 0 to 1. Consequently, in our 

case, 
ih  is always equal to 1. 

 

B. Estimation of Tangent Vectors 

A distance based choice of tangent vectors 'iD s  at 'iF s  

is defined as:  

For open curves: 
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For close curves: 

( ) ( )( )
1 1 1 1

1 1

,

1 , 0,1,...,

n n

i i i i i i i

F F F F

D a F F a F F i n

− − +

− +
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

= − − − − = 
 

where 

1

1 1

, 0,1,...,
i i

i

i i i i

F F
a i n

F F F F

+

+ −

−
= =

− + −
. 

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 

Fig. 6 Demonstration of proposed scheme (a) bitmap image of plane, (b) detected boundary of the image in (a), (c) corners 

detected from the boundary, (d) default conics fitted to the corners along with boundary, (e) 1
st
 iteration of conics fitted through 

GA, (f)  2
nd
  iteration of conics fitted through GA, (g) 3

rd
  iteration of conics fitted through GA, (h) 4

th
 iteration of conics fitted 

through GA, (i) 5
th
  iteration of conics fitted through GA. 

 

IV. OPTIMAL RATIONAL QUADRATIC FUNCTIONS  

This Section describes the process of evaluating optimal 

quadratic functions using GA [8]. Genetic Algorithm 

formulation of the curve fitting problem discussed in this paper 

is also elaborated here.   

Suppose, for 1,...,i n= , the data segments 

( ), , ,
,

i j i j i j
P x y= , 1,2,..., ij m=

 
be the given data segments. 

Then the squared sums 'iS s  of distance between 
, 'i jP s  and 

their corresponding parametric points ( ) 'j
P t s  on the curve are 

determined as 

2

, ,

1

( ) ,
im

i i i j i j

j

S P u P
=

 = − ∑ 1,...,i n= where u’s 

are parameterized in reference to chord length 

parameterization.  

 

Conic 1: 

When conic represented by the rational quadratic (6) is 

considered, the squared sum 
iS would be defined as  

2

, ,

1

( ) ,
im

i i i j i j

j

S P u P
=

 = − ∑   1,...,i n=  
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where 
,( )i i jP u is defined as in (6).  

 

Conic 2: 

Similarly for conic represented by the rational quadratic (7), 

the squared sum iS  would be defined as:  

2

* *

, ,

1

( ) ,
im

i i i j i j

j

S P u P
=

 = − ∑   1,...,i n=  

where 
*

,( )i i jP u is defined as in (7).  

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 

Fig. 7 Demonstration of proposed scheme (a) bitmap image of fork, (b) detected boundary of the image in (a), (c) corners 

detected from the boundary, (d) default conics fitted to the corners along with boundary, (e) 1
st
 iteration of conics fitted through 

GA, (f)  2
nd
  iteration of conics fitted through GA, (g) 3

rd
  iteration of conics fitted through GA, (h) 4

th
 iteration of conics fitted 

through GA, (i) 6
th
  iteration of conics fitted through GA. 

 

 

Table 2. Number of corner points together with number of 

intermediate points for iterations 1, 2 and 3 of GA. 

 

Image 

Name 

# of 

initial 

corner 

points 

# of intermediate points in 

cubic interpolation with 

threshold value 3 
Total 

time 

elapsed 
Itr.1 Itr.2 Itr.3 

Final 

itr. 

Fork 15 0 10 19 35 
6.075 

sec 

Plane 28 0 19 30 39 6.7 sec 

Fish 31 0 17 29 35 
9.395 

sec 

 

Now to find optimal curve to given data, such values of 

parameters ir ’s, are required so that the sums 'iS s  are 

minimal. Genetic Algorithm is used to optimize this value for 

the fitted curve. Randomly chosen values of 
ir  
are needed to 

initialize the process. Successive application of search 

operations like selection, crossover and mutation to this 

population gives optimal values of ir ’s. 

A. Initializtion 

Once we have the bitmap image of a character, the boundary 
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of the image can be extracted using the method described in 

Section 2. After the boundary points of the image are found, 

the next step is to detect corner points to divide the boundary 

of the image into n segments as explained in Section 2. Each 

of these segments is then approximated by interpolating 

quadratic functions (6) and (7) described in Section 3.2.  

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 

Fig. 8 Demonstration of proposed scheme (a) bitmap image of fish, (b) detected boundary of the image in (a), (c) corners detected 

from the boundary, (d) default conics fitted to the corners along with boundary, (e) 1
st
 iteration of conics fitted through GA, (f)  

2
nd
  iteration of conics fitted through GA, (g) 3

rd
  iteration of conics fitted through GA, (h) 4

th
 iteration of conics fitted through 

GA, (i) 5
th
  iteration of conics fitted through GA. 

 

B. Curve Fitting 

After an initial approximation for the segment is obtained, 

Genetic Algorithm helps to obtain better approximations to 

achieve optimal solution. The tangent vectors at knots are 

estimated by the method described in Section 3.4.  

C. Breaking Segment 

For some segments, the best fit obtained through iterative 

improvement, may not be satisfactory. In that case, we 

subdivide the segment into smaller segments at points where 

the distance between the boundary and parametric curve 

exceeds some predefined threshold. Such points are termed as 

intermediate points. A new parametric curve is fitted for each 

new segment as shown in Figs. 6(f-h), Figs. 7(f-h) and Figs. 

8(f-h). Table 2 gives details of number of intermediate points 

achieved during different iteration of Genetic Algorithm 

applied in process of curve fitting.  

D. Algorithm 

All the steps of computing the desired outline curve 

manipulation can be summarized into the following algorithm:  

 

Step 1. Input the data points. 

Step 2. Subdivide the data, by detecting corner points using 

the method mentioned in Section 2. 

Step 3. Compute the derivative values at the corner points 

by using formula given in Section 3.4. 

Step 4. Fit the rational quadratic functions, of Section 3, to 

the corner points found in Step 2. 

Step 5. If the curve, achieved in Step 4, is optimal then go 

to Step 7, else find the appropriate 

break/intermediate points (points with highest 

deviation) in the undesired curve pieces. Compute 

INTERNATIONAL JOURNAL OF COMPUTERS 
Issue 1, Volume 7, 2013

7



 

 

the best optimal values of the shape parameters 

ir ’s. Fit rational quadratic functions in Section 3 to 

these intermediate points. 

Step 6. If the curve, achieved in Step 5, is optimal then go 

to Step 7, else add more intermediate points (points 

with highest deviation) and go to Step 3. 

Step 7. Stop. 

 

 

 
Fig. 9 Graph of minimum cost for ‘plane’ showing mixed 

behaviour . 

 

 
Fig. 10 Graph of minimum cost for ‘plane’ showing decreasing 

behaviour. 

V. DEMONSTRATION 

Curve fitting scheme, proposed in Section 4, has been 

implemented on different images of a plane (Fig. 6(a)), a fork 

(Fig. 7(a)), and a Fish (Fig. 8(a)). In Fig. 6 ((a) represents 

original image, (b) shows outline of the image, (c) 

demonstrates corner points, (d) presents fitted Hermite curve 

to the corners along with boundary of the image, (e) gives 

fitted outline to the corners for 1
st
 iteration using Genetic 

Algorithm together with corner points and boundary, (f), (g), 

(h) and (i) depict fitted outline for 2
nd
 , 3

rd
, 4

th
 and final (5

th
) 

iterations respectively using Genetic Algorithm together with 

corner points, breakpoints and boundary. 

Similarly, the automatic algorithm has been implemented 

on the Fork Fig. 7(a) to produce Figs. 7(b-i) in a similar 

manner as those in Fig. 6. However, the last iteration in 

Fig.7(i) has appeared to be the 6
th
 one in this case.  

The Fish image, in Fig, 8(a), has also been attempted for 

the algorithm implementation. The output appeared, in Figs. 

8(b-i), in a similar way as in Figs. 6(b-i). 

 

 
Fig. 11 Graph of minimum cost for ‘plane’ showing mix 

behavour. 

 

 
Fig. 12 Stopping crieteria met by GA for image of plane. 

 

Some analytical study has also been made for the 

performance of the devised algorithm. Fig. 9, Fig. 10 and Fig. 

11 represent minimum cost during different generations of GA 

for the image of plane. Figs. 12-13 give the percentage of 

stopping criteria met by GA for the images of plane and fish 
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respectively and the parameters used while applying GA are 

given in Table 3.  

 

 
Fig. 13 Stopping crieteria met by GA for image of fish. 

 

 

Table 3. Parameters of GA. 

 

Sr. No. Name Values 

1 Population size 25 

2 Genome length 15 

3 Selection rate 0.5 

4 Mutation rate 0.01 

 

VI. CONCLUSION 

The reverse engineering technique of planar objects is 

presented which uses conics for curve fitting and genetic 

algorithm to find the optimal values of parameters in the 

description of conics. Two rational quadratic functions are 

implemented in the replacement of a rational cubic. Initial 

random population of parameters is required for the proposed 

scheme to get started and then the algorithm assures the values 

of parameters which provide the optimal fit to the boundary of 

the bitmap images of planar shapes. 

The authors are interested to proceed further and extend the 

scheme to vectorize 3D shapes. This work is in progress with 

the authors. 
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